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Last time, we introduced the outer measure m∗, which has many of the properties that we want in an actual measure.

We’ll now use this outer measure to define a measure on a class of well-behaved subsets or R (which will then allow

the measure to satisfy translation invariance and countable additivity).

We proved that we have countable subadditivity for the outer measure last lecture

m∗

(⋃
n

En

)
≤
∑
n

m∗(En).

It turns out equality doesn’t hold until we restrict to measurable subsets, so (as we mentioned previously) we don’t

exactly get the condition we want for a measure. But we can verify one of the other conditions:

Proposition 63

If I is an interval of R, then m∗(I) = `(I).

In other words, we can’t cover an interval of length `(I) with a collection of intervals of smaller total length.

Proof. First, suppose that I is a closed and bounded interval [a, b]. It suffices to show two inequalities. First, we can

easily check that m∗(I) ≤ `(I) (because I is contained in (a− ε, b+ ε) for any ε > 0, meaning that m∗(I) ≤ `(I) + 2ε,

and then we can take ε → 0), and in particular this means that the outer measure is finite. Next, let’s show that

`(I) ≤ m∗(I): in other words, the sum of the lengths of a bunch of open intervals covering [a, b] have total length at

least b−a. Suppose that {In} is a collection of open intervals, such that [a, b] ⊂
⋃
n In. A closed and bounded interval

is a compact set, and this compact set is covered by a bunch of open intervals. Thus, the Heine-Borel theorem tells

us that a finite collection of the {In} is sufficient to cover [a, b], and we will label this finite collection {J1, · · · , JN}.
So now we know that [a, b] ⊂

⋃N
k=1 Jk , and the idea now is to rearrange the indexing of the open intervals. We

know that one of the intervals must include the leftmost point a, so we’ll call that J1. Then (if we haven’t covered

the whole interval yet) there is some interval that overlaps with J1, which we call J2. Continuing in this way, we will

eventually cover the rightmost point b of the interval, so that Ji and Ji+1 are always linked.

More rigorously, we know that there exists some k1 ∈ {1, · · · , N} with a ∈ Jk1 , so we rearrange the finitely many

intervals so that k1 = 1, and suppose that this interval is (a1, b1). If [a, b] is not completely covered, then b1 ≤ b,

and there must be some integer k2 such that b1 ∈ Jk2 (because it is not covered by the first interval J1). We then

rearrange the remaining intervals so that k2 = 2, and this new interval looks like (a2, b2). And now b2 is either larger

than b, or we can repeat the process again to find (a3, b3): eventually we must pass b because the intervals do actually

cover [a, b].

So now we know that there exists some K ∈ {1, · · · , N} such that for all k ∈ {1, · · · , K − 1}

bk ≤ b, ak+1 ≤ bk < bk+1,

and we also have b < bK (meaning the Kth interval gets us to the rightmost endpoint). But now

∑
n

`(In) ≥
N∑
k=1

`(Jk) ≥
K∑
k=1

`(Jk) = (bK − aK) + (bK−1 − aK1 ) + · · ·+ (b1 − a1),

and now we can bound this by regrouping the finite sum as

= bK + (bk−1 − aK) + (bk−2 − aK−1) + · · ·+ (b1 − a2)− a1 ≥ bK − a1 ≥ b − a = `(I),
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completing the proof of this special case (the sum of lengths of intervals is at least `(I) for any collection, meaning

the infimum m∗ is at least `(I) as well).

The cases for other types of intervals now follow easily. If I is any finite interval [a, b), (a, b], or (a, b), note that

[a+ ε, b− ε] ⊂ I ⊂ [a− ε, b+ ε] (making intervals a little fatter or thinner covers or gets us completely inside I), and

thus

m∗([a + ε, b − ε]) ≤ m∗(I) ≤ m∗([a − ε, b + ε]) =⇒ (b − a)− 2ε ≤ m∗(I) ≤ (b − a) + 2ε,

and taking ε→ 0 gives us the desired result. Finally, an infinite interval (−∞, a), (a,∞), (−∞, a], [a,∞), or (−∞,∞)

cannot be covered by a collection of intervals of finite length (this is an exercise for us to work out).

The next result basically tells us that the outer measure of sets can be approximated by the outer measure of open

sets:

Theorem 64

For every subset A ⊂ R and ε > 0, there exists an open set O such that A ⊂ O and m∗(A) ≤ m∗(O) ≤ m∗(A) +ε.

Proof. The result is clear if m∗(A) is infinite (take O to be the whole number line). Otherwise, m∗(A) is finite, and

let {In} be a collection of open intervals that cover A and have total length at most m∗(A) + ε. Then O, this union

of open intervals, is a union of open sets (so it is open), and it is clear that A ⊂ O and (by the countable subadditivity

we proved last time)

m∗(O) = m∗

(⋃
n

In

)
≤
∑
n

m∗(In) ≤
∑
n

`(In) ≤ m∗(A) + ε.

So (indeed) with respect to outer measure, every set can be approximated by a suitable open set. And now we’re

ready to talk about what “suitably nice” subsets of R look like:

Definition 65

A set E ⊂ R is Lebesgue measurable if for all A ⊂ R,

m∗(A) = m∗(A ∩ E) +m∗(A ∩ Ec).

In other words, E is well-behaved if it always cuts A into reasonable parts. Notice that we always know that

m∗(A) ≤ m∗(A ∩ E) +m∗(A ∩ Ec)

by subadditivity and using that A ⊂ (A ∩ E) ∪ (A ∩ Ec), so measurability of a set E is really telling us that

m∗(A ∩ E) +m∗(A ∩ Ec) ≤ m∗(A).

Lemma 66

The empty set ∅ and the set of real numbers R are measurable, and a set E is measurable if and only if Ec is

measurable.

Proof. All of these are readily verifiable from the definition of measurability, which is symmetric in E and Ec .
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Proposition 67

If a set E has zero outer measure, meaning m∗(E) = 0, then E is measurable.

Proof. Because A ∩ E ⊂ E, we know that m∗(A ∩ E) ≤ m∗(E) = 0, which means m∗(A ∩ E) = 0. So now

m∗(A ∩ E) +m∗(A ∩ Ec) = m∗(A ∩ Ec) ≤ m∗(A)

(because A ∩ Ec ⊂ A), and this is a sufficient condition for measurability.

This shows us that a lot of “uninteresting” sets are measurable, and we don’t have many interesting examples of

measurable sets. But it turns out that every open set is measurable, which means that (taking complements) every

closed set is also measurable. There are in fact many more sets that are measurable – most things we can write down

are – because taking unions and intersections of basic sets will always give us measurable sets. But before we explain

that, we need to establish a few properties:

Proposition 68

If E1 and E2 are measurable sets, then E1 ∪ E2 is measurable.

Proof. We need to verify the Lebesgue measurable condition. Let A be an arbitrary subset of R: since E2 is measurable,

we know that

m∗(A ∩ Ec1 ) = m∗(A ∩ Ec1 ∩ E2) +m∗(A ∩ Ec1 ∩ Ec2 ),

and now Ec1 ∩ Ec2 = (E1 ∪ E2)c by de Morgan’s law. On the other hand, we know that

A ∩ (E1 ∪ E2) = (A ∩ E1) ∪ (A ∩ E2) = (A ∩ E1) ∪ (A ∩ E2 ∩ Ec1 )

(because things that are in both A and E1 are already included in the first term). Putting these expressions together,

m∗(A ∩ (E1 ∪ E2)) ≤ m∗(A ∩ E1) +m∗(A ∩ E2 ∩ Ec1 ),

and now because E1 is measurable, we can rewrite this as

= m∗(A)−m∗(A ∩ Ec1 ) +m∗(A ∩ E2 ∩ Ec1 ) = m∗(A)−m∗(A ∩ (E1 ∪ E2)c) ,

and rearranging the boxed expressions gives us the desired measurability inequality.

Using induction on the result above gives us a slightly more general fact:

Corollary 69

If sets E1, · · · , En are measurable, then
⋃n
k=1 Ek is measurable.

(The base case is clear, and we induct on the number of sets included in the union by adding one more set at a

time:
⋃n+1
k=1 Ek =

(⋃n
k=1 Ek

)
∪ En+1.) And with this result, now we’re ready to discuss the structure of the set of

measurable sets more explicitly:
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Definition 70

A nonempty collection of sets A ⊂ P(R) is an algebra (not the same as the “algebra” in algebra) if for all E ∈ A,
we have Ec ∈ A, and for all E1, · · · , En ∈ A, we have

⋃n
k=1 Ek ∈ A. Furthermore, an algebra A is a σ-algebra if

we have the additional condition that for any countable collection {En}∞n=1 of sets in A, the union
⋃
n En is also

in the algebra.

In words, algebras are closed under complements and finite unions, while sigma-algebras also need to be closed

under countable unions. And in fact, de Morgan’s laws tell us that if E1, · · · , En ∈ A, then their intersection⋂n
k=1 Ek =

(⋃n
k=1 E

c
k

)c
is also in the algebra. So closure holds under both finite unions and finite intersections, and in

particular that means that ∅ = E ∩ Ec must be a measurable set (because an algebra is always nonempty), and thus

R = ∅c is also always measurable. (And similarly, countable intersections of sets are also in σ-algebras A.)
The point of these general definitions is that we’ll soon show (in the next lecture) thatM, the set of all measurable

sets, is a σ-algebra. (And if we go into measure theory, we’ll see more examples of sigma-algebras when we construct

measure spaces.)

Example 71

The simplest sigma-algebra is given by A = {∅,R}, and the next simplest is A = P(R). For a slightly more

involved example, consider

A = {E ⊂ R : E or Ec is countable} .

This last example A is a σ-algebra because it’s indeed closed under complements, and if we have a collection

{En}n ⊂ A with all sets En countable, then the union
⋃
n En is a countable union of countable sets, which is countable

(and thus the union is in A). And on the other hand, if there is some N0 such that EcN0
is countable (instead of EN0),

then (⋃
n

En

)c
=
⋂
n

Ecn ⊂ EcN0

is an intersection of sets, one of which is countable, so this union itself has a countable complement (and is thus also in

A). So we’ve verified the necessary conditions, and what we have here is often called the cocountable sigma-algebra.

Proposition 72

Consider the set

Σ = {A : A sigma-algebra containing all open subsets of R}.

(For example, P(R) is one of the elements of Σ.) Then the intersection of all such sigma-algebras

B =
⋂
A∈Σ

A

is the smallest σ-algebra containing all open subsets of R, and it’s called the Borel σ-algebra.

(The last condition here basically says that if A is any σ-algebra in Σ, then B is a subset of A.)

Proof. The difficulty of this proof really comes in unpacking the definitions, and the main part of the proof is showing

that B is actually a σ-algebra. (This is because every open subset is contained in every A ∈ Σ, so it must be an

element of B, and because it is the intersection of all of the σ-algebras in Σ, it must be the smallest one – it’s a subset

of any fixed σ-algebra in Σ.)
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Verifying that B is a σ-algebra will mostly be left to us, but we’ll show one part. Suppose that E ∈ B is some

subset of R: because E ∈ A for all A ∈ Σ, we must have Ec ∈ A for all A ∈ Σ (because each element of Σ is a

σ-algebra, meaning it is closed under complements). So Ec is in every element of Σ, meaning that it must also be

in B. So we’ve shown that the Borel σ-algebra is closed under complements. (The proof of closure under countable

unions is similar: those sets in the countable union must be in every A ∈ Σ, and then we can apply closure under

countable union within each A.)

We’ll show next time that the set of Lebesgue measurable sets is a σ-algebra, and in fact this set of measurable

sets contains the Borel sigma-algebra B. (Remember that this Borel sigma-algebra is pretty big, because we can take

countable unions and intersections of open sets and end up with a very rich collection of subsets of R.)
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