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Last time, we defined the Lebesgue integral of a nonnegative measurable function, and we’re going to extend that

definition today:

Definition 120

Let E ⊂ R be measurable. A measurable function f : E → R is Lebesgue integrable over E if
∫
E |f | <∞.

(Recall that we can break up a function f as f + − f −, where f + and f − are the positive and negative parts of f

(both are nonnegative functions). Then |f | = f + + f − (which we’ve previously showed is measurable), so we define

the integral ∫
E

|f | =

∫
E

f + +

∫
E

f −.

Since the left-hand side is infinite if and only if one of the two terms on the right-hand side is infinite, being Lebesgue

integrable is then equivalent to f + and f − both being Lebesgue integrable. So that makes the next definition valid:

Definition 121

The Lebesgue integral of an integrable function f : E → R is∫
E

f =

∫
E

f + −
∫
E

f −.

This is meaningful because we’re only defining this when both terms on the right-hand side are finite, so we’re

never subtracting things with infinities.

Proposition 122

Suppose f , g : E → R are integrable.

1. For all c ∈ R, cf is integrable with
∫
E cf = c

∫
E f ,

2. The sum f + g is integrable with
∫
E(f + g) =

∫
E f +

∫
E g, and

3. If A,B are disjoint measurable sets, then
∫
A∪B f =

∫
A f +

∫
B f .

Proof. For (1), scaling by c 6= 0 either swaps or doesn’t change the positive and negative parts of f (depending on

whether c is positive or negative), so this is not too complicated and we can verify the details ourselves (given the

analogous linearity results for nonnegative measurable functions).

For (2), notice that |f + g| ≤ |f |+ |g|, so by the results for nonnegative measurable functions∫
E

|f + g| ≤
∫
E

|f |+ |g| =

∫
E

|f |+
∫
E

|g| <∞.

So f + g is indeed integrable, and then

f + g = (f + + g+)− (f − + g−)

(though note that we’re not saying that f + + g+ is the positive part of (f + g) here), which means that if we split up

the left-hand side into positive and negative parts, we get

(f + g)+ + (f − + g−) = (f + + g+) + (f + g)−.
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Then each term here is a nonnegative measurable function, so linearity tells us that∫
E

(f + g)+ +

∫
E

(f − + g−) =

∫
E

(f + + g+) +

∫
E

(f + g)−.

Rearranging a little gives ∫
E

(f + g)+ −
∫
E

(f + g)− =

∫
E

(f + + g+)−
∫
E

(f − + g−),

and then definition of the Lebesgue integral on the left side and linearity on the right side gives us∫
E

(f + g) =

∫
E

f + +

∫
E

g+ −
∫
E

f − −
∫
E

g− =

∫
E

f +

∫
E

g,

as desired.

Finally, (3) follows from (2), the fact that

f χA∪B = f χA + f χB

when A and B are two disjoint sets, and the fact that
∫
E f χF =

∫
E∩F f for general integrable functions f because we

can break everything up into positive and negative parts here as well.

Proposition 123

Suppose f , g : E → R are measurable functions. Then we have the following:

1. If f is integrable, then
∣∣∫
E f
∣∣ ≤ ∫E |f |.

2. If g is integrable, and f = g almost everywhere, then f is integrable and
∫
E f =

∫
E g.

3. If f , g are integrable and f ≤ g almost everywhere, then
∫
E f ≤

∫
E g.

Proof. Result (1) follows from the fact that∣∣∣∣∫
E

f

∣∣∣∣ =

∣∣∣∣∫
E

f + −
∫
E

f −
∣∣∣∣ ≤ ∫

E

f + +

∫
E

f −

(first step by definition, second step by the triangle inequality for numbers), and then we can simplify this further by

linearity as

=

∫
E

(f + + f −) =

∫
E

|f |.

For (2), we know that |f | = |g| almost everywhere, so from results from nonnegative measurable functions, we know

that
∫
E |f | =

∫
E |g| < ∞. So f satisfies the condition for being integrable, and then |f − g| is nonnegative and zero

almost everywhere. So (using part (1))∣∣∣∣∫
E

f −
∫
E

g

∣∣∣∣ =

∣∣∣∣∫
E

(f − g)

∣∣∣∣ ≤ ∫
E

|f − g| = 0,

since the integral of a nonnegative measurable function which is zero almost everywhere is 0. This implies that the

integrals are the same.

Finally, for (3), we can define a function

h(x) =

g(x)− f (x) g(x) ≥ f (x)

0 otherwise.
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This is a nonnegative measurable function, and h = g − f almost everywhere, so

0 ≤
∫
E

h+ =

∫
E

h =

∫
E

(g − f )

by part (2), and then linearity gives us

=

∫
E

g −
∫
E

f ,

and this chain of relations gives us the desired result.

Remark 124. Compact subsets of R are Borel sets, so they are measurable and have finite measure. So simple functions

that are nonzero only on a compact subset of R will be integrable (because we have a finite sum of coefficients times

finite measures). For another example, continuous functions f on a closed, bounded interval [a, b] also have continuous

absolute value, so they attain some finite maximum c . Thus the integral of |f | is indeed finite by monotonicity (it’s

at most c(b − a)). So a continuous function on a closed and bounded interval is also Lebesgue integrable.

But we’ll prove something stronger than that in just a minute, using this next result (which is one of the most

useful that we’ll encounter in integration theory):

Theorem 125 (Dominated Convergence Theorem)

Let g : E → [0,∞) be a nonnegative integrable function, and let {fn}n be a sequence of real-valued measurable

functions such that (1) |fn| ≤ g almost everywhere for all n and (2) there exists a function f : E → R so that

fn(x)→ f (x) pointwise almost everywhere on E. Then

lim
n→∞

∫
E

fn =

∫
E

f .

This result is much stronger than anything we can say in Riemann integration – we only require pointwise conver-

gence and an additional condition that the functions are all bounded above by some fixed integrable function.

Proof. Because we know that |fn| ≤ g almost everywhere, we know that fn is integrable for each n. Furthermore,

because fn → f almost everywhere, f is measurable (because pointwise convergence of measurable functions is

measurable) and |f | ≤ g almost everywhere, so f is also integrable.

Also, because changing f and fn on a set of measure zero does not change the value of the Lebesgue integrals, we

will assume that the assumptions in the theorem statement actually hold everywhere on E (for example, just set the

functions to all be 0 on that set of measure zero).

To start the proof, notice that ∣∣∣∣∫
E

fn

∣∣∣∣ ≤ ∫
E

|fn| ≤
∫
E

g,

so the sequence {
∫
E fn}n is a bounded sequence of real numbers, meaning that it has a finite liminf and limsup. We

will show that those two values are the same and equal to
∫
E f . First of all, because g ± fn ≥ 0 for all n,∫

E

(g − f ) =

∫
E

lim inf
n→∞

(g − fn) ≤ lim inf
n→∞

∫
E

(g − fn),

where the first step by definition of pointwise convergence and second step is by Fatou’s lemma. And then by linearity,

this is

=

∫
E

g − lim sup
n→∞

∫
E

fn,
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since g has no n-dependence, and flipping the sign of a liminf gives us the limsup. Similarly, we can find that∫
E

(g + f ) ≤
∫
E

g + lim inf
n→∞

∫
E

fn.

All of the quantities here are finite numbers, and thus we find that (by linearity again)

lim sup
n→∞

∫
E

fn ≤
∫
E

g −
∫
E

(g − f ) =

∫
E

f =

∫
E

(g + f )−
∫
E

g ≤ lim inf
n→∞

∫
E

fn .

But the liminf is always at most the limsup, so these three boxed numbers are equal, as desired.

We can now use this to prove some other useful results:

Theorem 126

Let f ∈ C([a, b]) for some real numbers a < b. (We know that this function is measurable.) Then
∫

[a,b] f =∫ b
a f (x)dx : in other words, f is integrable and the Riemann and Lebesgue integrals agree.

Proof. First, because f ∈ C([a, b]) is continuous, so is |f |, and every continuous function on a closed and bounded

interval is bounded. Thus there exists some B ≥ 0 so that |f | ≤ B on [a, b], and thus∫
[a,b]

|f | ≤
∫

[a,b]

B = Bm([a, b]) <∞.

So continuous functions are indeed Lebesgue integrable. Now the positive part and negative part of f are continuous,

because we can write

f + =
f + |f |

2
, f − =

|f | − f
2

.

So by linearity, it suffices to show the result for nonnegative f , since we can split up the Lebesgue and Riemann

integrals into positive and negative parts and verify the result in both cases.

Suppose we have a sequence of partitions

xn =
{
a = xn0 , x

n
1 , · · · , xnmn

= b
}

of [a, b], so that the norm of the partition ||xn|| = max1≤j≤mn |xnj −xnj−1| goes to 0 as n →∞. Recall that the Riemann

integral is defined in terms of Riemann sums based on these partitions, and our goal is to show that the sequence of

Riemann sums converges to our Lebesgue integral. Now for each j, n, we define ξnj ∈ [xnj−1, x
n
j ] to be the point in the

interval at which the minimum is achieved (this exists by the Extreme Value Theorem):

inf
x∈[xnj−1,x

n
j ]
f (x) = f (ξnj ).

By the theory of Riemann integration, we then know that the lower Riemann sums converge to the Riemann integral:

lim
n→∞

mn∑
j=1

f (ξnj )(xnj − xnj−1) =

∫ b

a

f (x)dx.

But now each xn is a finite set of points, and we can define

N =

∞⋃
n=1

xn,

which is a countable union of countable sets and is thus countable. So in particular, we have m(N) = 0, and now we
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can look at the function

fn =

mn∑
j=1

f (ξnj )χ[xnj−1,x
n
j ] + 0χ{xnj },

which is a nonnegative simple function for each n which basically traces out the lower Riemann sum (since we choose

the minimum value on each interval of the partition). And as we make the partition finer and finer, the approximate

areas converge to the full Riemann integral of f , but we can also think about the integrals of each fn as the Lebesgue

integral of certain simple functions. In particular, the Lebesgue integral∫
[a,b]

fn =

mn∑
j=1

f (ξnj )m([xnj−1, x
n
j ]) =

mn∑
j=1

f (ξnj )
(
xnj − xnj−1

)
is exactly the Riemann sum, and now we want to apply the Dominated Convergence Theorem: we just need to show

that fn → f pointwise almost everywhere and that they are all bounded by an integrable function, because that would

imply limn→∞
∫

[a,b] fn =
∫

[a,b] f , and we know the left-hand side is the Riemann integral because it’s the limit of the

Riemann sums.

To show that the fns are all bounded by an integrable function, notice that 0 ≤ fn(x) ≤ f (x) for all x ∈ [a, b]\N, and
we’ve already shown that f is integrable. For pointwise convergence (everywhere except N), pick some x ∈ [a, b] \N,
and let ε > 0. Because f is a continuous function at x , we know that there exists some δ > 0 so that for all |x−y | < δ,

|f (x)− f (y)| < ε. And because the partitions get finer and finer (the norms of the partitions go to 0), there is some

M so that for all n ≥ M, we have max1≤j≤n(xnj − xnj−1) < δ. So for all n ≥ M, we know that x is part of a partition

interval of length at most δ, and

fn(x) =

mn∑
j=1

f (ξnj )χ[xnj−1,x
n
j ](x) = f (ξnk)

for some unique k such that x ∈ [xnk−1, x
n
k ] (remembering that by definition, x is not one of the partition points). So

for all n ≥ M, we have

|f (x)− fn(x)| = |f (x)− f (ξnk)| < ε,

since |x − ξnk | < δ (we have two points within the interval of length δ). Thus we’ve shown that fn(x) → f (x) for all

x ∈ [a, b] \ N, which means that we have pointwise convergence. Remembering that fn are all dominated by f , the

Dominated Convergence Theorem then gives us the desired result: writing out the argument in more detail,∫
[a,b]

f = lim
n→∞

∫
[a,b]

fn = lim
n→∞

mn∑
j=1

f (ξnj )(xnj − xnj−1) =

∫ b

a

f (x)dx.

So now everything we’ve proved for real integrable functions will also carry over to complex-valued integrable

functions: we define f : E → C to be Lebesgue integrable if
∫
E |f | <∞, in which case we define∫

E

f =

∫
E

Re f + i

∫
E

Im f .

Then results like linearity of the integral and the Lebesgue Dominated Convergence Theorem also generalize. Here’s

an example of that in action:

Proposition 127

If f : E → C is integrable, then
∣∣∫
E f
∣∣ ≤ ∫E |f |.
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Proof. If
∫
E f = 0, this inequality is clear. Otherwise, define the complex number

α =

(∫
E f
)∣∣∫

E f
∣∣

(the integral of f over E is a complex number, and we want its normalized conjugate). Then |α| = 1, and∣∣∣∣∫
E

f

∣∣∣∣ = α

∫
E

f =

∫
E

αf

(first step by definition of the norm for a complex number, second step by linearity), and because the left-hand side is

a real number, so is
∫
E αf , and thus this is equal to

= Re
∫
E

αf =

∫
E

Re(αf ) ≤
∫
E

|Re(αf )|

by the triangle inequality for real-valued functions. And now Re(z) ≤ |z | for all complex numbers z , so this can be

simplified as

≤
∫
E

|αf | =

∫
E

|f |,

since |α| = 1.

We’ll finish our discussion of measure and integration by introducing the Lp spaces next time, showing that they’re

Banach spaces and proving a few other properties.
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